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Abstract 

Rising power consumption of data centers is a topic of great concern and therefore several power 
saving technologies exist. This paper describes the idea of a data center overall power saving and 
controlling strategy, allowing the data center to enter optimized minimum power states but also to 
control its own power consumption to apply demand response management. Therefore, the degrees 
of freedom a virtualized data center has are modelled and the methodology used to control its 
energy state is described, taking into account the IT hardware like servers and network gear as well 
as the influence of cooling devices and power distribution devices. In the paper, we describe our 
models used for our simulations, the methodology and the power saving potential of our system. 
We formulate the problem to control the data center’s power consumption by applying different 
consolidation strategies as an extended bin packing optimization problem, where virtual machines 
must be packed on a specific number of servers. External constraints like the time-flexibility of the 
solution and the influence on supporting devices are applied by using cost functions. We present a 
greedy solver for this problem and show first results and the potential of the entire approach. 

1. Introduction 
Information and Communication Technologies (ICT) and especially data centers play a significant 
role in our today's world. Growing markets as cloud computing and on-demand services fortify this 
trend. As a result, the power demand of ICT components, including data centers, kept on rising 
during the last few years. Since the energy costs have also become a major economical factor, 
power saving and efficiency technologies for data centers have emerged. Among them are 
technologies like virtualization [1], server consolidation [2], and application load scheduling to 
times of lower energy prices [3, 4]. A fairly recent trend is to enable the data center to benefit from 
renewable energy sources [5 - 8], allowing it to operate at full load in times of high availability and 
cutting its load otherwise. Unfortunately, this methodology needs to alter the running applications, 
stopping their execution in the worst case or it needs a network of connected data centers in 
different geographical locations. This approach may be viable for many scenarios; however, often 
this is not possible. Instead, this paper proposes the idea of expanding the degrees of freedom a 
data center already has without altering any of its running applications. The goal of the 
methodology proposed in this paper is to let the data center mostly operate in a minimum energy 
state; however, to allow demand response management, it should be able to enter a specific energy 
state, hence be able to control its power consumption. This could, for example, be used to follow an 
external power profile induced by a Smart Grid. There are also data center internal motivations to 
control the power consumption of a data center subspace (for example a room or a cage). 
Especially when load balancing techniques are applied, a data center may have significant diverse 
power states in different rooms, leading to inefficient global device states or even harming the grid 
stability. In these cases, the possibility to control the power consumption of a subset of the data 
center’s devices can become necessary. For this, the data center’s existing degrees of freedom are 
identified and expanded to be able to reach a high power consumption variability, while still 
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keeping the applications unchanged. A key aspect is the modeling and description of 
interdependencies between different device categories in data centers. A base technology for the 
methodology proposed is server virtualization that enables the data center to live-migrate virtual 
machines (VM) across different physical machines (PM, the terms physical machine and server in 
this paper mean the same thing). By using this technology, the migration of running applications 
encapsulated in VMs to different PMs can be used to intensely influence the server’s power 
consumption, also affecting the amount of cooling and UPS load needed, thus changing the entire 
power consumption of the data center. Here, very dense states with minimal power consumption 
are possible, as well as loosely packed states with a higher consumption but also with increased 
flexibility. The methodology assumes a virtualized data center, where the following operations are 
allowed as adjustments: 1) VM migrations, 2) server switch-ons, 3) server switch-offs. Each action 
takes a specific amount of time. In this paper we address the problem of finding a suitable VM 
allocation on the existing servers to either enter a minimal power state or to enter a state 
approaching a specific power demand while taking into account possible side effects that may 
occur in combination with the data center’s hardware devices and the time it needs to enter this 
state. We formulate the problem as an NP-hard extended bin packing problem [9] with a global 
cost function, where VMs (items) must be allocated to the PMs (bins). This approach is not new 
[10]; however in the approach presented here it is not always optimal to just minimize the number 
of active PMs to reach the desired state. 

To the best of our knowledge, this is the first approach that researches a methodology that is able to 
control the data center’s power demand using these adjustments while also taking into account 
interdependencies of the data center’s hardware devices. To be able to evaluate the specific load 
states of a data center in terms of power demand, a data center simulation is presented that models 
the server’s power demand, the efficiency of uninterruptible power supply (UPS) devices, cooling 
power demands via approximating meta-models and network flows in a sample simulated data 
center. The rest of this paper is organized as follows: Section 2 lists the related work, in Section 3 
the models and architecture of the simulation is described, while Section 4 shows the problem 
formulation and the methodology used. In Section 5, we present first results and analyze the 
potential of the approach. We conclude in Section 6 and describe our next steps and further 
research. 

2. Related work 
The area of research this paper addresses is also focus of other researches. General server power 
models can be found in [11, 12] while [13] already proposes additional models for racks and 
cooling units. Energy models for data centers are found in [14, 15]. Our research partly bases on 
these results. In [5], the authors propose the idea to combine a data center with a local power 
network that includes renewable energy sources. Such a power network is, however, less complex 
than a smart grid, since it only consists of power producers. The authors also cover the aspect of the 
intermittency of these power producers. They propose to shift the work load to other data center 
locations, each profiting from individual energy advantages. A similar approach is covered in [6], 
including weather conditions at different locations. [16] proposes a service request routing for data 
centers to distribute the load according to the electric grid in a smart grid. In [7], the authors present 
the idea of a carbon-aware data center operation. They propose three key ideas to implement this 
concept: on-site and off-site renewable energies and Renewable Energy Certificates (REC). In our 
research, the usage of RECs is, however, not a legitimate concept. Modeling of thermal behavior of 
data center components, especially of servers, has been researched before. In [17], the thermal load 
of processors and micro controllers is considered. [18] handles thermal predictions of processors 
and combines it with a Dynamic Voltage and Frequency Scaling (DVFS) technique. 
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Thermal modeling of a server rack is arranged in [19]. [20] presents a dynamic model for the 
temperature and cooling demand of server racks that are enclosed in hot aisle containment. The 
correlation of power consumption and temperature of server internal coolers is investigated in [21]. 
As a result, the authors state that it is possible to save power under certain conditions, when the 
Computer Room Air Conditioning (CRAC) adapts itself to a higher temperature level and the 
server coolers compensate this by applying a higher rotation frequency. They also model the time 
that cool air needs to travel from CRAC units to a specific server rack. However, a detailed 
correlation to server load is not handled. [22] handles the planning of VM migrations under 
consideration of VM interdependencies like communication, security aspects and other SLAs. 
These are not considered in this paper, since it aims at showing the concept to maximize the 
degrees of freedom. However, the methodology proposed here can easily be adopted to also 
support VM interdependencies, if needed. 

3. Models and simulation architecture 
The methodology described in this paper uses a data center simulation that is able to model the 
power consumption of IT hardware, in this case the PMs, and the supporting devices such as 
cooling and UPS devices. Figure 1 shows the architecture of the information flow of the models 
used for the simulation of the hardware devices in the data center. The simulated data center that is 
used for the evaluations in this paper consists of 960 PMs in 96 racks with 8 UPS devices. The 
devices are located in two different rooms. For each simulation, the number of VMs is static, 
meaning there are no VMs coming into the simulation or leaving it. 

 

Figure 1: Model architecture for the simulation of the data center’s hardware devices 

The application load profiles of the VMs consist of load measurements of real applications hosted 
in a mid-sized data center. 

Server models and application load 

The simulated data center consists of heterogeneous server models, the model data is based on the 
publicly available results of the SPEC power benchmark and on own measurements [11]. The total 
power consumption of a PM is split into two parts: the minimum static power consumption Pst that 
describes the consumption in idle mode and the dynamic power consumption Pdy that is influenced 
by the utilization of the PM. As an indicator of the utilization, the CPU load is used as the only 
value; it has already been shown that it has strong correlations with the power consumption [8, 11]. 
The total power consumption of a PM is given by: 

�� � 	 ��� � ��� 

The CPU utilization of a PM is calculated by adding all of the VM’s utilizations at each instant of 
time. Let n be the total number of VMs on a server at an instant of time and CVMi(t) the CPU 
utilization of the VM i, the total CPU utilization CPM(t) of the PM at the time t is calculated as: 
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Our measurements showed that the variability in RAM allocations is very small; hence it is 
assumed that each VM has a static memory allocation. This value is retrieved by finding the 
maximum RAM allocation the VM had during the measurement duration. Each PM can operate a 
maximum number of VMs at each instant of time; this number is limited by the resource usage of 
each VM. Relevant values are the CPU load CVMi(t) at each time t and the RAM allocation MVMi (as 
this value is static, is has no reference to time), where these in sum must not exceed the PM’s 
physical resources CPM and MPM: 
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The RAM allocation of VMs forms a hard and static boundary regarding the maximum number of 
VMs of each PM. Overprovisioning of RAM is not assumed. Finally, the total power consumption 
of a PM PPM(t) is calculated using the power models published in [8, 11] using the CPU utilization 
of the PM at the time t. 

VM allocation state 

A VM allocation state A defines the power state of each PM (on or off) and for each PM that is 
powered on the list of VMs hosted on this PM. A state is legal, if all VMs can access the resources 
they need for their operation at the current time. To cross from one state to another, VMs will be 
migrated and PMs can be switched on or off respectively. 

UPS models 

The data center simulation uses a basic UPS model scheme that evaluates the efficiency for a 
specific UPS device. For most UPS, the efficiency increases with rising load. Hence, the UPS 
should always be operated with the best efficiency factor, for example, at least with 80% load. The 
methodology proposed in this paper uses the UPS model to find an allocation that leads to an 
improved UPS efficiency factor, compared to other methodologies that do not consider UPS power 
consumption. It is assumed that each UPS device has at least a minimum power consumption PUmin, 
even if the devices (servers) attached to it are powered off. It is also assumed that UPS devices are 
not turned off if unused. Regarding this information, we formulate the following UPS power model 
that is used for the data center simulation: Let PU be the total power consumption of all devices the 
UPS powers (servers) including the UPS device’s own consumption and PD the power consumption 
of all devices attached to the UPS. The efficiency factor function i(PD) defines the UPS efficiency 
at the power load PD. Then PU(PD) can be calculated as: 

������ � � �����, !"	�� < 	 ������� � $1 − !����' ∗ �� , )*+) 

Thermal models 

The thermal models needed in this simulation need to evaluate 1) the power consumption of the 
cooling devices depending on the workload of servers in different data center locations (room, 
racks, cages) and 2) the time period the air takes to flow from the server outlets to the air-cooling 
device and the CRAC units need to adapt itself to the new heat situation. The main challenge is to 
develop fast models, since traditional (and accurate) approaches like computational fluid dynamics 
(CFD) simulations are too slow for the needs in this simulation. Therefore, a similar methodology 
as described in [23] is used. It is assumed that the heat produced by the servers Q is equal to the 
power consumption of these devices so that Q = Pservers. Based on these models, we define the 
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function Pth(Pservers) that calculates the needed cooling power for a given server power consumption 
at the time t. 

Network topology model 

The network of the simulated data center is modeled as a graph while the used topology is VL2 
(see Figure 2). It is assumed that the network connections between the different switch layers have 
different bandwidth sizes, allowing different amounts of parallel network traffic. In this paper, the 
network graph is used to determine the amount of live-migrations of VMs that can be performed in 
parallel. To be able to reach a different VM allocation state, often several migrations will occur; if 
most of them can be run in parallel, the target allocation state can be reached in less time. 

 

Figure 2: Network topology (VL2) 

The following rules apply to parallel migrations: 1) Each PM may only be the source or the target 
of one migration at the same time. 2) Each switch node in the network graph can only handle as 
much migrations so that the maximum bandwidth is not exceeded for more than 50%. In our 
model, this ensures that the running applications can still access the network safely; in other 
network scenarios this value might be changed according to the real conditions. When a new 
allocation state should be entered or evaluated, our algorithm calculates the needed migrations to 
cross from the current state to the new state and finds its involved PMs and their network paths 
respectively. It also evaluates which PMs can be switched off or have to be switched on. It then 
creates a migration plan where as much parallel migrations as possible are scheduled. Based on this 
information, the algorithm calculates the amount of steps s(Acurrent, Atarget) that is needed to migrate 
from the current allocation state Acurrent to the new state Atarget where each step takes a constant 
amount of time (defined by the duration of migrations and server switches). 

4. Problem formulation and methodology 
The goal of the presented methodology is to let the data center migrate from a current allocation 
and power state to another state with a specific power consumption, either a minimal or a given 
consumption under the consideration of the time it needs to enter the desired state. As stated in the 
introduction, we formulate the problem as a combinatorial NP-hard multidimensional bin packing 
problem with a cost function. The classic one dimensional bin packing problem aims to distribute a 
number of items into a finite number of bins where the optimization goal is to minimize the number 
of bins used. However, applying this approach to the problem described here may lead to 
inefficient solutions. If the methodology just minimizes the number of servers, power savings will 
occur for the IT hardware but not for the supporting devices like UPS and cooling. These may run 
into significantly inefficient states, destroying the savings achieved by switching off servers. 
Similarly, if a specific power consumption should be approached, the modifications caused by the 
reactions of the supporting devices may lead to severe deviations. To eliminate these problems, a 
new approach is presented that still uses the bin packing representation of the problem; however, 
instead of trying to minimize the amount of bins used, a cost function is used to rate the 
effectiveness of the entire solution regarding power consumption and the time needed to reach the 
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new state. The formal definition of the problem is as follows: Given is a set V = {v1, …. vm} of VMs 
in the data center with resource demand vectors rv1, rv2, rv3, …, rvm and a set S = {s1, …., sk} of PMs 
available with resource capacity vectors of xs1, xs2, xs3, …., xsk. Find an allocation A of all elements 
in V to an arbitrary number δ of elements in S so that for each s ∈ S: 

� ,-�
.

��� ≤ 0� + 1 

where b is a buffer value used to prevent overloading a PM and j is the number of VMs on the PM 
s. The optimization goal is, in contrast to the classic bin packing problem not to minimize the 
number of used PMs, but instead to maximize the fitness of the allocation f(A). This function 
evaluates the allocation A in terms of the proximity towards the desired power consumption 
(minimal or target value); the time it needs to enter this allocation is then considered when a new 
solution is chosen. The function is presented in detail in the following. 

Fitness function 

To measure the fitness of each allocation, first the total data center power consumption PDC(t, A) 
under the allocation A is calculated. 
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Next, the duration in steps to migrate from the data center’s current allocation state Acurrent to the 
solutions state Asolution is retrieved using the network graph. � = +�389::;�� , 3�<=9��<�� 
In normal operation state, the methodology tries to let the data center operate in an energy efficient 
state, hence the optimization goal is to minimize PDC(A). The fitness function is then defined as 
follows: 

"�3� =  1��2�3� 

If the methodology is used to apply demand response management, target power consumption for 
the data center is given as PDCtarget. In that case, the optimization goal is to minimize the deviance to 
the given consumption a: � = |��2�?:@;� −  ��2| 
In this case, the fitness function uses a instead of PDC(A). 

The second optimization goal is always to minimize the amount of steps d needed to reach the new 
allocation state, since the new state should always be reached with as few operations as possible. 
When two allocations are compared, first the fitness value is used and as a second condition the 
number of steps d is compared, for example if a solution needs a significantly lower amount of 
steps and the fitness is only marginally worse, this solution is preferred. 

The methodology described in this paper works as follows: starting from an initial state in the data 
center, a first fit decreasing (FFD) algorithm is used to create a first solution. This is densely 
packed, but as already described not the optimal solution. This solution is used as a starting value 
for a heuristic search algorithm. The main challenges for this algorithm are 1) the creation of fast 
and convenient heuristics to evaluate each sub-step on the way to a better solution; 2) apply these 
heuristics to find neighbor states in the global neighborhood. 
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5. Analysis and potential 
We evaluate a sample scenario with the data center described in Section 3. At first, the operation 
state of the data center is in the initial non-optimized state where each PM is powered on. In this 
case, the simulated data center had a power consumption of about 145kW. After applying the FFD 
optimization, which is analog to traditional power saving methodologies only taking the server 
hardware into account, the power consumption was 78kW (see Figure 3 at point A). However, 
using the algorithm that also accounts for the efficiency factors of the infrastructure devices, the 
power consumption could be decreased to 66kW, additionally saving about 15% energy. The 
algorithm’s run time for this case was about 2 minutes on an Intel Core i5 (2.5 GHz) computer. At 
the time point C, a demand response request (DRR) is received, the data center enters the given 
power state and at time point E, it goes back to the optimized state (F).  

 

Figure 3: Schematic view of the results and the potential of the power saving and control strategy 
using the methodology described in this paper 

The methodology described in this paper is thus not only able to reach additional power savings but 
also to allow the data center to apply demand response management. 

6. Conclusion 
In this paper, a methodology was described that allows the data center to improve its energy 
efficiency by taking into account the IT hardware (servers) and the infrastructure devices (UPS, 
cooling) when finding VM allocations. This approach leads to an additional saving potential of 
about 15%. The methodology is also able to find fast transitions from the current allocation state to 
specific power states, enabling the data center to apply demand response management. Our future 
research will create more detailed thermal models for different cooling strategies (free cooling, 
chillers, etc.) and an improved method to retrieve optimal parallel migration plans using the 
network model. We are also working on evolutionary algorithms to find an allocation state near the 
optimum while still completing in realistic time frames. Since the problem to solve is very complex 
and it is generally hard to determine the “real” optimum, a competitive analysis is planned for the 
evaluation of the algorithm. It is also planned to integrate a load forecasting method from [2] into 
the methodology that is used to predict VM application load, thus allowing the methodology to act 
proactive. 
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